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We describe a three-dimensional quantum mechanical study within the nonreactive infinite order sudden
approximation (IOSA) for the title systems. The study was performed using a recently introduced global
potential energy surface (Bradley et &l.Chem. Physl995 102 6696). Integral total cross sections for the

two reactions, namely, N& NH and NO+ ND, were calculated as a function of kinetic energy in the range
0.05-0.50 eV. Using these cross sections, temperature-dependent rate constants were calculated. Our main
findings are: (a) The energy-dependent cross sections for the two isotopic reactions are very similar; still,
the cross sections for N® NH are larger at the low-energy region while those for NOND are somewhat

larger at the high-energy region. (b) The two cross section curves start to increase at zero kinetic energy,
indicating the absence of a potential energy barrier or the existence of a mild one at most. (c) Compared with
quasi-classical-trajectory cross sections the present quantum mechanical cross sectionstfod@lldre

half as large at the low energy region but tend to become similar at the higher one. (d) The calculated rate
constants for NFH+ NO were compared with experiment (for a wide range of temperatures) and with one
quasi-classical trajectory result (Bt= 300 K). There is a very encouraging agreement at the high-temperature
region (1200< T =< 5000 K) but large discrepancies (1 order of magnitude difference) at low temperatures.
The fit with the (single) classical result was reasonably good. (e) Rate constants calculated foNGID

were found to be very similar to the rate constants of INFO. A single measured valuk(T = 300 K) =

(2.7 £ 0.4) 10 molec* cm?® s74, reported here for the first time, is equal to half the corresponding value

for NH + NO, namely k(T = 300 K) = (5.5 4 0.3) x 10 molec* cm® s7%, and it therefore fit the QM

curve slightly better.

. Introduction NH + NO —{N,O + H; N, + OH} ()]

Nitrogen oxides (NG from combustion processes which use ND + NO — {N,O + D; N2 + OD} (1
fossil fuels (such as in burners, furnaces, incinerators, motor
cars, etc.) are among the most harmful environmental pollutants.
Of these, the pollutant emitted in largest quantity is NO, which,
although not so deleterioyeer se,is potentially noxious in that
it forms NGO, (by reacting with @), which is hazardous to human

To date, experimental studies of reaction | have focused on
measurements of rate constants. In general these fell into two
categories: (a) studies measuring the overall rate congtants
and (b) studies measuring the branching ratio of the two possible

health C " tensi Hort being i ted t products’®n45 The majority of the overall rate constant
ealth- Lonsequently, extensive eliorts aré being INVested 10 o 55, rements were done at room temperature and there is a

find ways to remove NO or to at least reduce its rate of emission ood agreement between the various results (estimated to be in
into the atmosphere. One way to achieve this goal has receivedy,o range (3.8- 5.8) x 1011 molec lcm?® s°3). A number of
alot.of attention in recent years and thatis to let NO react with te constants were measured as a function of temperature;
NHy x = 1, 2 radical$. In this article we concentrate on the  yarrison et afd found the rate constants to be at most weakly

reactions of NO with NH and ND and calculate energy- gependent on the temperature (but the measurements were done
dependent cross sections and rate constants for the two isotopign|y along a short temperature range, i.e., 269 < 377 K),

reactions: and Lillich et al* who performed their studies along a larger
temperature range, namely, 380T < 1000 K, found a slight
* Corresponding author. negative dependence. There is much less agreement regarding
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the branching ratios, although the numbers are slowly converg- S(t—tg) = (O, + i VIV, [ exp(ip) )

ing (at T = 300 K) to a definite value. However, since this

subject will not be considered here we shall not elaborate on it. yhere ¢, (and ) is a solution of an unperturbed (elastic)
Reaction | and the relevant branching ratio were studied Schroedinger equation (SE), namely

numerically=8 Part of these studies are transition-state-type

treatment% based on features of the potential energy surface (E—Hyy,=0 (2)

(PES) along the reaction coordinate, as calculated by Durant

and by Walcl Transition-state-theory has been successfully Wy, is a solution of the full SE, namely

applied on many occasiolsbut it is not always obvious

whether it really has a predictive power or is only a kind of a (E- H)lpto =0 3

fitting process. Two 3-dimensional (3D) dynamical treatments

were recently published, namely the quasi-classical-trajectory V is the perturbation potential defined Es— Ho, ¢t is thetth

(QCT) study performed by Bradley et dland a quantum (elastic) phase shift, andandty, respectively, designate a set

mechanical (QM) study performed by Szichman and B&ath of quantum numbers related to the AC under consideration. The

were carried out on an improved version of Walch’'s PHS. reactive transition probability is obtained from the expression

the QCT treatment the overall rate constants were found to be 5

weakly dependent on the temperature and about 5 times smaller Preac=1— z 1S(t—to)] (4)

than the experimental values. As for the QM results it was found t

that the cross sections were about3ltimes smaller (depending To derive theS matrix elements we must first calculafé,

on the energy) than the QCT results, and therefore the : : .
discrepancy with regard to the experimental rate constants wasanOI this we do by employing the perturbative-type approach,

larger. In the present publication we shall report on somewhat namely, presentingf’,, as a sum of two functions:
modified results obtained by following a more careful tuning W, =y, + (5)
of the numerical parameters that control the calculations. 0 0 0

As for the isotopic reaction (Il), it has so far not been studied, \yherey,, is the solution of eq 2 angl, can be shown to be the
either experimentally or theoretically. In the present article, we sojytion of the inhomogeneous equation:
report on the first experimental and theoretical rate constants
(and QM cross sections) for this reaction. (E = H)x, =V, (6)

In the theoretical part of this article we present a three-
dimensional QM study, carried out within the infinite order Equation 6 describes all processes, reactive and nonreactive.
sudden approximation (I0OSA). Tetra-atom reactive systems haveTo make it adequate for studying nonreactive processes only,
recently become a rather popular subject in the field of QM appropriate NIPs must be added to H, in order to impose
reactive scattering:*® The introduction of the negative imagi-  outgoing boundary conditions. As a result, a new Hamiltonian,
nary potentials (NIPf to decouple arrangement channels (KC)  Hy, is formed (for more details see refs 16a and 17) and
is responsible for most of the achievements in this area, amongconsequently eq 6 becomes
which are an exact 6DJ(= 0) calculation for the W+ OH
reactiont’da 6MD coupled-states calculation of cross sections (E— H,);gto = tho @)
for the HLO + H reaction'* and several 5MD coupled-states
calculations that yielded state-selected cross sections and rat€&quation 7 is the equation solved in the numerical study.
constants!e15In our group we considered a number of reactive 1.2, The Infinite-Order-Sudden-Approximation (IOSA)
systems, most of them within the IOSA (or extended versions for the Diatom—Diatom Hamiltonian. The 3D IOSA hamil-
of it), which are 3D calculations with the three Jacobi angles tonian for the diatorsdiatom system takes the fot#h
treated as parameters selected randomly by a Monte-Carlo

procedure. Despite its relative simplicity this approximation . h? 9 2 P

yielded, for tri-atomi’2and tetra-atom reactions treated as single ' — _2/1 r 2ar_2 1= 2 2ar_2 f2—

AC systems, results which are close to those obtained with less rr T 22 72

approximate method$.We applied this method to @ Oz — P i, + 1) jo(j, + 1)

20,22 for which the calculated rate constants fit the experiments “—R+Hh + h? >t

very nicely, and to B+ OH— H,O + H reaction!? for which 2uRe OR 2041y 2ur,

the cross sections were in a reasonable agreement with"'6MD J3+1)

and several 5MD coupled-states calculations. hz—Rz + U(r,r,Rly,7,) (8)
2m

Il. Theor
y wherer;, ui, andj; (i = 1, 2) are the interatomic distances, the

The metho# is based on the idea that the numerical treatment reduced masses, and the rotational quantum numbers, respec-
can be carried out in the reagents’ AC only, and the fact that tively, related to the two diatomics] is the total angular
reactions occur is treated by substituting Nffs the entrances  momentum quantum numbeR,is the translational distancg,
to each of the exchange (reactive) ACs. This procedure, whichis the corresponding reduced mass of the whole systemy;and
decouples the exchange ACs, avoids the need to treat theis the angle betweeihandR. It is well noticed thatp, the angle
Schroedinger equation in the different products ACs and formed by the twof, R) (i = 1, 2) planes, is missing. In some
consequently eliminates the complicated transformations be-of our previous treatments it was explicitly included in the
tween the various sets of Jacobi coordinates. Monte—Carlo selection of the frozen IOSA angles, but recently

II.1. The Perturbed-like Schroedinger Equation. Our we found out that eliminating the angle by employing a
theoretical treatment is based on deriving a (non-reac/e) ¢-averagedPES vyields reliable results.Equation 7 is solved
matrix element, which is given in the form with the HamiltoniarH given in eq 8 and witty; andy. being
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parameters changed from one calculation to another. Equation

2 is solved with a similar Hamiltonian except that a different
potential is used, namelyJ(rir2R|y1y2) is replaced by

©)

whereui(r;) (i = 1, 2) are the diatomic potentials anR|y1y2),
the distortion potential, is defined as

W(Rly172) = U(rid2eR17172)

Hererie is theith diatomic internal equilibrium distance.

Ug(riroRly1y2) = v4(ry) + vy(ry) + W(Riy,y,)

(10)

I1l. Numerical Details

The present study was carried out on a PES originally
calculated by Walchand recently extended by Bradley ef’al.
In fact, the latter group suggested two different PESs; we
employed the one labeled “Surface I”.

To perform the calculations, the reagents translational range

(1.3-5.2 A) was divided into 120 equidistant sectors; at each
sector the;-wave function was presented in terms of a Gaussian,

which stands for the translational part, and a set of adiabatic
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Figure 1. Comparison between QM and QCT cross sections for NH
+ NO — (products): @) quantum mechanical results (presen®)) (
quasi-classical trajectory results (ref 7).

up toEyx = 0. 1 eV, where the cross section curve reaches the
value ofo ~ 10 boh?. From there ors(Ey) remains constant.

(b) For comparison we also present QCT cross sections. Since
numerical values were published only fg§ > 0.05 eV, the

(rarz) dependent basis functions. The size of the basis set algcr cross sections behavior at threshold is not known, although

each sector is controlled by a given energy value (for details
see ref 11i). Altogether thg-wave function was expressed in
terms of about 3000 basis sets.

Three NeuhauseiBaer linear-ramp NIPs were used in the
calculations: one along the translational coordirfatgith the
parametersAR;, u) = (1 A ,0.2 eV) and one along each of the
vibrational coordinates; (i = 1, 2) with the parameters\¢;,

u)) = (0.8 A ,0.3 eV) (=1, 2). HereAR, andAr; are theR
and ther; intervals along which the NIP differs from zero, and
u and u; are the corresponding heights of the NIPs. As
mentioned before, th& range along which the full wave
function was calculated as 5.2 A and the corresponding
ranges ofry(NH) andry(NO) are 0.7-2.5 A and 0.8-2.45 A,
respectively.

A separate calculation was performed for edcfihe range
of J for the highest energy was (0, 200) and the grid size was
AJ = 20. As mentioned earlier, the size of the basis set was
3000 (3500 for the isotopic case); this means that for elach
for each set of %1y2) angles and for each energy we had to
solve 3000 (3500) complex algebraic equations. It is of interest
to mention that a similar calculation for,H- OH was done
with 600 equations only.

In the previous numerical treatménhe two frozeny;; (i =

1, 2) angles were selected randomly, employing the Monte Carlo

method. The present calculation is carried out using a fixed
rectangular grid forz (=cosgy)); (i = 1, 2). We established

it is most likely that the threshold is also Bt = 0.0 and not

at a higher energy. However, the QG{Ey) behaves altogether
differently. It increases, eventually, with the same rate but
reaches a higher value, i.er,~ 18 boht, which is about 2
times larger than in the QM treatment. From there on the curve
starts to decrease along the whole reported energy interval 0.1
< Eyr < 05eV.

(c)The QM cross sections are-2 times smaller than the
QCT ones; the largest differences are at the lower energy end,
but as the energy increases the two types of results approach
each other, so that & ~ 0.5 eV the two become very close.
The reason the two types of results differ considerably at the
lower energy end could be the fact that the QM cross sections
are only approximate. However, in our opinion it is more likely
a quantum effect associated with the inability of classical
mechanics to conserve the zero point energy (ZPE) along the
reaction coordinate. This problem was discussed for the-H
CN system® and more recently also for the & + H
systemt8b:c(For QM calculations for the $O + H system, see
refs. 13 and 15.) It is important to mention that the fit between
the QCT and the QM cross sections, in both cases, improved
significantly once the trajectories, which led to products with
internal energies below the ZPE were eliminated.

Before closing this subject we shall comment on our previous
publication on this subjeét,which reported cross sections
smaller by about 2030%. The difference is mainly attributable

that with this procedure we attained a higher accuracy. To this to the fact that one of the NIP parameters, the translational

end the range af;(NH) was chosen as-(1.0, 1.0) but the range
for z(NO) was found to be much shorter, namely, (0.625, 1.0).
The corresponding grid sizes werk7, Az) = (0.25, 0.125).
Thus calculations were done for 36 different sets jof )
values.

IV. Results and Discussion

IV.1. Reactive Cross SectionsThe emphasis in the present

potential heighur, was not well tuned.

In Figure 2 are presented the energy-dependent cross sections
o(Ey) for reaction Il. We also show, for comparison, the cross
sections for reaction I. It is well noticed that in the low-energy
region the cross sections for reaction | are significantly higher
than those for reaction I, but ondg, — 0.05 eV the cross
sections for reaction 1l become somewhat larger (by less than
10%). Still, the deviations are not significant enough (due to

study is on reactions from the ground state only. Figure 1 showsthe I0SA) to permit drawing any conclusions regarding a

our total integral reactive QM cross sections for reaction I, and
the following are to be noted:

(a) The cross section curve(Ey), starts to increase right
from E; = 0.0, indicating the absence of a potential barrier or

difference in the mechanisms of the two reactions.

IV.2. Rate Constants.Figure 3 shows the calculated rate
constants for reaction | compared with experimental results
reported by various grouggii4 Also presented is a single QCT

the existence of a very low one, at most. This increase continuesresult atfT = 3000 K7 It is noticed that, at the high-temperature



10458 J. Phys. Chem. A, Vol. 102, No. 51, 1998 Szichman et al.

...................................... 14
10— o
~ £ o EXP
£ — QM
8 L
< 7
2 o
» <]
s # IRkl
S [ £
: S
: F
0 | | 1 | | -
0.0 0.1 0.2 0.3 0.4 0.5
Eir(eV)
Figure 2. Comparison between the QM cross sections of the reaction ol L
NH + NO and the reaction N& NO: (®) QM cross sections for NH 1 2 3 4
+ NO — (products); ©) QM cross sections for ND+ NO — 1
(products). 1000/T (K-T)
Figure 4. Comparison between QM and experimental rate constants
14 for ND + NO — (products): £) present QM rate constan®) present

experimental results.

Figure 4 presents the QM rate constants for reaction II.
Unfortunately no experimental rate constants are available
except for our own single value (reported in this publication
for the first time), which is also presented in the figure. The
experimental value was obtained using a pulsed laser photolysis/
laser-induced fluorescence (LIF) pump-and-probe technique
similar to the one used in our previous study of reactiénnl.
the present kinetics studies of reactions | and || NH/ND reagents
were generated via the well-characterized laser photolysis of
HNCO/DNCO at a wavelength of 193 nthFormation of H/D
atoms produced in the reactions of NH/ND with NO was
monitored using time-resolved LIF at the H/D atom Lynan
transition?% In combination with photolytic calibration method
» it was possible to determine rate constak{3 = 300 K) =

1000/T (K1) (5.5+ 0.3) x 10 molec? cm? s1) and k(T = 300 K) =
Figure 3. Comparison between QM, experimental, and QCT rate (2.7 4 0.4) x 107! molec? cm® s7%) as well as branching
constants for NH- NO — (products): (—)_ present QM rate constant;  ratios for the H and D atoms product channél: = (0.78 %
(®) QCT rate constant (ref 7)<Y) experimental results (ref 4)0) 0.09) andfp = (0.76 + 0.17), respectively. The rate constant
experimental results (ref. 3i)) experimental results (ref 3j);A) - ! . . .
experimental results (ref 3g). and the atom branch_lng ratio obtained for reaction I arein good

agreement with previous resutt$:5 For reaction Il, as is noticed

region, the eXperimental rate constants are distributed very nicelyagain’ a |arge discrepancy is observed between the experimenta|
around the QM curve. However, as the temperature decreasesyate constant and the theoretical results, although the deviation
the deviations become larger and larger so that at the low- j5 smaller than in case of reaction I.

temperature region the two kinds of rate constants grow apart

by more than 1 order of magnitude. Moreover, the trend is \, Summary

different: whereas the QM curve decreases uniformly with the

temperature, the experimental curve differs in structure: starting We have described a three-dimensional quantum mechanical
at the high-temperature end the rate constant curve decreasestudy of the title system in which we used a recently introduced
relatively fast at first but then, around= 1200 K, it starts to global PES. The numerical treatment was carried out within
increase, rising by almost 1 order of magnitude. We do not have the nonreactive IOSA where in each calculation the anglgs)

an explanation for the large discrepancy at the low-temperaturewere held fixed (namely served as parameters) and the third,
interval other than to relate it to the PES used in the numerical the out-of-plane angle, was eliminated by using#averaged
treatment. Possibly it results either from inaccuracies in PES potential. The SE was solved in the reagents AC only, and the
itself or eventually the neglect of excited accessible adiabatic exchange ACs were eliminated by using NIPs. Integral total
electronic states which might enhance the reaction process ifcross sections for the two isotopic reactions (I and Il) were
the proper nonadiabatic coupling terms were added to the calculated, as a function of kinetic energy, in the range .05
Hamiltonian. In any case, in our opinion this is not due to the 0.50 eV. These calculations were followed by the derivation of
frozen y-angles assumption (namely with the IOSA). This is the corresponding rate constants. Our main findings are: (a)
because our QM rate constantT|at= 300 K differs by only The cross sections start increasing right from the beginning at
20% from the QCT result; QCT calculations were done without E; = 0.0 eV, reaching their highest valuei&t = 0.1 eV, and
freezing any angle. That these two types of calculations yielded then staying more or less constant until the end of the considered
similar results does not necessarily mean that the theoreticalenergy interval, i.e.Ex = 0.5 eV. (b) The QM cross sections
results are correct but indicates that more work is needed onare about 32 times smaller than the corresponding QCT ones.
the PES. They are seen to become identical at the vicinityggf= 0.5

log (k [cm3/molecule/s])

12|||l||||||1|||||||
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eV and probably at threshold. (c) The QM rate constants for Wagner, H.Gg26th Symp. (Internat) on Comb., Comb. Ink896 559.

reaction | seem to fit quite well the experimental ones at the
high-temperature region 1200 T < 5000 K, but significant
deviations are observed as the temperature decreas@s=At
300 K the two types of results differ by 1 order of magnitude.
A slightly better fit is obtained for reaction Il. (d) A good fit is
obtained between the QM and the QCT rate constart, -at
300 K (the only QCT published value). (e) The fact that the

theoretical results deviate so significantly from the experimental

ones implies that more theoretical studies are neetdsdme
of them related to the PES.

We also report here, for the first time, the experimental rate
constantk(T = 300 K) for the ND+ NO reaction, which is
(2.7 £ 0.4) x 10 molec* cm® s™%. This value is about 2
times smaller than the corresponding value, namely,£5063)

x 107 molec cm® s71, for reaction |I.
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